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Abstract—This work provides guidelines on the practical tool to 
help in the processing of hyperspectral imagery data. Topics such as 
image preprocessing, classification and also ultimate image 
classification have been discussed with some guidelines. Due to large 
applicability and numerous methods available, this paper has 
focused mainly on the framework based on processing and 
classification in a step wise mode to segregate between different 
classes in a satellite image using hyperspectral imaging and error 
correction method along with data dimensionality reduction method. 
Hence, the reader is directed by each step and also uses the 
approaches as per the requirement of the problems faced. This work 
has been divided into several sections like the introduction of the 
work, the materials used and the several processing and pre-
processing required to handle the hyperspectral data while used for 
classification of the images at certain spectral wavelengths. 

1. INTRODUCTION 

The usage of hyperspectral images in remote sensing started 
from the early 1970’s (Schowengerdt, 2006; van der Meer et 
al., 2012). Mukhopadhaya (2016) has shown that multispectral 
data can be used to detect the changes of a land use/land cover 
over many years by analyzing the different spectral reflectance 
values of the areas of the images. Hyperspectral imaging has 
developed as a new method to obtain spectrum in each area of 
larger spatial positions, so that one of the spectral wavelength 
could be used to form a detectable image (Clark, 1999). 

This work is mainly aimed at focusing on the challenging task 
of executing a multivariate analysis on a hyperspectral 
remotely sensed imagery. Recognizing the main aim of 
discussing all the possible options will be much longer, so the 
main issues faced by a researcher are discussed here while 
processing hyperspectral imagery with their possible solutions. 
This will support to form a framework covering the two main 
aspects of hyperspectral data: a) processing and classification 
as one of the main focal point; and b) the removal of all the 
errors in the pre-processing of the data. 

In this esteem, it has been hypothesized that the sensors used 
in the hyperspectral images can help to prevail over the 
customary problems handled while using the images of the 
multi-spectral sensors, like the problem faced in estimating the 
quantity and also while estimating the quality (Sahoo, 2000). 

Hyperspectral images can also be used to do many GIS related 
works, like the works stated by Richards and Jia (2006), 
Mukhopadhaya (2016a), etc. In view of all this, this work aims 
at presenting how classification models are successful using 
Hyperspectral-NIR to differentiate between land use/land 
cover using the ENVI tool. This will let us in handling the 
hyperspectral images properly as per our need and also to 
implement an economically viable process of handling larger 
areas that are not properly covered using multispectral 
remotely sensed data. 

2. ADVANTAGES OF HYPERSPECTRAL IMAGERY 

Frequent sampling done by destructive method is required for 
estimation of attributes of soil and vegetation by direct field 
practices. These practices are challenging, requirement of 
intense labour and costlier with respect to both time and 
money. Hence, these prevailing methods cannot be extended 
over large areas (Sahoo, 2000). Nevertheless, hyperspectral 
image remote sensing practice can be used to perform a 
reckonable evaluation of soil and vegetation. One of the major 
drawback of broadband remotely sensed products is that of the 
usage of average of the information collected spectrally, hence 
results in the loss of important information that are present in a 
specific band (Blackburn, 1998, Thenkabail et al., 2000). 

On a general note, a huge range of information can be 
collected from the reflectance characteristics associated to the 
nature of the material of soil and other classes (Stoner & 
Baumgardner, 1981; Baumgardner et al., 1985). The data 
obtained from reflectance have been used for predicting 
numerous properties of the class types. For characterization of 
the classes hyperspectral data can be used, like Kumar et al. 
(2006) studied 87 samples of soil.  

3. MATERIALS USED  

The material used was created by the United States Geological 
Survey (USGS) and contains E0-1 Hyperion data of Jharia 
District with 242 bands dated May 4th, 2009, with pixel size of 
30m spatial resolution. The ground elevation of the area is of 
220m with central latitude of 23º36.75’36.7275’’N and central 
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longitude of 86º23’5.75’’E. The materials used in this work 
was provided by the Indian Institute of Remote Sensing 
(IIRS), Indian Space Research Organization. 

The software used was of ENVI with Hyperion tool embedded 
onto it. 

4. STEPS USED 

The steps used to process the data are as follows: 

Creating ROI and sub setting the image spatially 

 

Fig. 1: Input Image 

The raw input has been shown in Fig.1 which consists of 242 
bands along with some bad bands and columns. The next step 
is to create a region of interest (ROI), which is shown in red 
box. 

Removal of drop lines, bad bands and Spectral subset: 

This step shows the region of interest (ROI) both spatially and 
spectrally. The spectral subset is used for removing bad bands 
and also the removal of drop lines. The bad bands are those 
bands where there is no data shown, and the image is shown in 
either total black or total white. These band numbers are to be 
noted for further handling of the imagery used. Now, the 
spectral subset is formed, and the bands having no information 
are excluded. For removal of drop lines, the column having 
zero pixel values are to be selected individual as shown in. 
The selected lines are replaced by the average values of the 
corresponding two lines near to the line missing as shown in 
figures 2, 3 and 4. The same method is to be constant for all 
the other bands having drop lines or bad columns.  

 

Fig. 2: Spatial/Spectral ROI 

 

Fig. 3: Spatial Pixel Editor Interface 
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Fig. 4. Removal of Bad bands using subset of image. 

Atmospheric Corrections: 

The need of atmospheric correction is required as the solar 
radiation contains the atmospheric information, hence the 
information received by the sensor contains both earth surface 
information as well as the atmospheric information. So, to 
study the earth surface information, the atmospheric 
information need to be removed. In ENVI, the FLAASH (Fast 
Line-of-sight Atmospheric Analysis of Spectral Hypercubes) 
module has been used for retrieving the spectral information 
from the hyperspectral images. 

Reduction of Data dimensionality using PCA: 

For, this work we have also taken multivariate regression into 
account as linear regression can only estimate the coefficients 
of the equation used (linear). 

Hyperspectral sensor collects a huge amount of data in several 
number of bands, but these large amount of data subsequently 
increases the level of computation to reach a noticeable result 
and this also results a large degree of redundancy of data. 

Hence, to remove the redundant bands thus decreasing in 
computational load, it is required to reduce the data 
dimensionality. There are lot of processes for reduction of 
dimensionality, but here PCA (Principal Component Analysis) 
is used. 

PCA has been used to yield uncorrelated bands, for separating 
noise components and also to lessen the dimensionality of the 
data used. Principal Component Transformation has been used 
to yield the uncorrelated bands in the output by locating a 
newly set orthogonal axes having the center of origin at the 
mean of the data. These outputs are rotated so that the 
variance is maximum. PC bands are formed by combination in 
a linear manner of the original spectral bands. These PC bands 
are also uncorrelated. 

PCA was performed on atmospheric corrected image (Fig. 5) 
and fig. 6 is the obtained output based on the Eigen values for 
each band. The band with high Eigen values consists of more 
information. 

 

 
Fig. 5: The image output at different steps in PCA during reduction of data 
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Fig. 6. The output statistics file 

Data dimensionality reduction and Noise removal using MNF: 

MNF (Minimum Noise Fraction) rotation transforms are useful in determining the inherent dimensions of the input image, so 
that to separate noise in the data and also in the reduction of the computational necessities for the further processing. MNF 
consists of different PCA rotations. 

In this step the input data was the atmospherically corrected data and MNF method was applied to reduce the noise and the 
dimensionality of the dataset to get the uncorrelated bands from the data. Finally, the MNF output has 8 bands with first 2 bands 
having more information with very less noise (Fig. 7). Along with generated output statistics file. This method used the shift 
difference to calculate the noise and uses PCA twice for creating the noise free components. 

 

Fig. 7: The output having 8 bands, with the first 2 bands having less noise. 
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End member collection 

Firstly using FAST Pixel purity index (PPI), the purest pixels 
were collected and the ROI is used for n-d visualizer to 
generate classes of end members. N-D visualizer of clouds of 
pixels obtained from PPI which are the reflectance values of 
each pixel. For the different combination of input bands (8 as 
in MNF) the classes of end members were collected. 

PPI has been used to detect the most spectrally pure pixels in 
the input image. These corresponds to endmember mixing. 
PPI is calculated by iteratively projecting n-D scatter plots on 
a unit vector taken randomly. FAST PPI method was used to 
place the data obtained from image and then performing the 
following computations in the memory. This method is much 
quicker than the PPI which is mainly disk based, but for FAST 
PPI there is a requirement of adequate memory. ENVI 
indicates the adequate memory required for the process of 
FAST PPI.  

The brighter pixels indicate the purest pixels. Later a threshold 
PPI was given 150 and 2000 clouds of pixels were collected 
and given as input to n-D visualizer where new classes were 
defined. 

The n-D visualizer is a window plot showing n-D scatter plot 
of the image data, which is selected for the visual 
interpretation. N-D visualization is the projection of n-
dimensional data on a 2-dimensional plane. 

Fig. 9 shows the sample visualizer view of the collected points 
for 8-bands. The classes obtained were exported as region of 
interest. The classes obtained were snow cover, barren land 
and less dense vegetation. 

 
Fig. 8: PPI image and the plot 

 
Fig. 9: The visualization in n-D visualizer 

 

Fig. 10. Spectral Angle 

Classification: 

Using the End member collection option the classification was 
then performed by importing the ROI (classes) for the 
atmospheric corrected data. The classification used was 
Spectral angle mapper. Spectral angle mapper is extensively 
used as a spectral measure of similarity. The algorithm is 
based on the properties of the data taken and the training data 
selected. It evaluates the similarity based on spectral 
properties between the reference spectrum and the spectrum of 
the data. The measure of segregation is the angle between the 
two spectra. The following equation shows the formulation of 
spectral angle mapper. 

cosɸ 	
∑ 	

∑ 		 ∑
 

where, ɸ = spectral angle (fig. 10) 

e = given spectra of image 

r = spectra of end member (reference) 

n = number of classes. 

The angle of discrimination was given in radians of 0.8. The 
output of the classification is shown in fig. 11. 
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= snow,  = barren land,   = vegetation 

Fig. 11: The classified image. 

The output image shows the classified outputs containing 3 
classes (snow covered, barren land and less dense vegetation). 

5. CONCLUSION 

This work shows some ideas on dealing with many issues 
related to the development of process of classification using 
hyperspectral imagery in a practical point of view. Besides, 
key points and some basic hints of how to deal with 
hyperspectral image classification are also discussed. As 
stated before, every single process of image classification 
requires a custom-made solution. So, the steps taken in each 
level should be taken as an optimum key for this case only. 

Going by the obtained results, the image was properly 
classified among the different classes. Lastly, all should look 
forward for the application of hyperspectral and digital image 
processing that suits best as per the purpose. 

Here, we have discussed about how ENVI with hyperion tool 
can be used to do the image analysis of the hyperspectral data. 
However, there are many other commercial tools available. 
Hence, to fulfill our requirement we should always answer the 
following scientific questions: 

-Do hyperspectral imagery needed for the work? There are 
two main spheres of applications of hyperspectral data: the 
application where the structural part of a model data is 
explored, and the other application is regarding where the total 
object is taken as a single homogeneous object but it has been 
distributed on a surface with other objects (like, discussed in 
this paper, the image classification of LULC). For the case 
one, the distribution of any component can be accomplished 
by using imaging techniques. For the other case, the methods 
used for imaging really hangs on the ultimate purpose of the 

work to be achieved. For instance, in the case of this work, the 
final aim was to classify the image as per the classes using the 
NIR imaging techniques. On principle, a LULC image can be 
well thought of as a homogeneous surface. This fact is very 
essential for the development of the model for classifying the 
image, such that a single NIR spectrum can be used to 
characterize the whole ROI. This shows that development of a 
model does not need the knowledge of the imaging techniques 
but, requires knowledge of the final product. 

-What kind of spectral radiation is required? The answer of 
the section is very important and depends mainly on the final 
purpose and also the complexity of the image used. The sole 
advice can be thought of is that to study the features of the 
image properly to reach the target. Nonetheless, there are a lot 
of cases where visible imaging could be enough. 

-What spatial resolution is required? It is evident that to 
illustrate the distribution of all the aspects of an image, a 
spatial resolution in meters is required. 

-What spectral resolution is required? Along with the extent 
of modality, the final application of the work helps in deciding 
the spectral resolution. However, in this case, it has been also 
a question of what is the extent of spectral radiation to be 
chosen, such that the discrimination between the classes can 
be done easily. 

-What multivariate model should be used? This aspect is very 
important as the final output depends on the nature of the 
multivariate chosen for the work. There are many methods out 
of them some are highlighted in this work like PCA and MNF. 

-What kind of software is required? As explained earlier, this 
is fully dependent on the ability to handle big data analysis. 
However, the main aim to master hyperspectral image 
analysis, it is recommended the usage of software that will 
allow to set down our own modules. 
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